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Congestion Spreads across Networks
In Space and Time

TIME
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Spreading Processes often Modeled a
Percolation

PercolationA spread of some propertyn alattice (or graph) leadintp the formation
of agiant connected compone(GCC), as measured By, the proportion of nodes
encompassed by the GCC

1

Below p,
no GCC

Above p,
GCC forms and grows
to include all nodes

Pc

P

1

p is probability a node has property
p.is known as the critical point
p<p. A no spread

p=p.A percolation phasé&ransition

p>p.A spread occurs, and expands
with increasingp

Near acritical point the process exhibitsignals
typically attributable to increasing, systemic correlation



Academics Model Spreading Network
Congestion as a Percolation Process

Year Researchers Location Topology Metrics Precursor Signal
. Packet Delay, C
2001 Sole & Spain & 2D Lattice Queue Length, Self-similarity in log-log plot of
Valverde USA (SFI) power vs. freq.
Throughput
Packet Delay, .
2002 | Woolf et al. UK 2D Lattice Queue Length, L.ong-Rar.\ge Dependence. (LRD) in
time-series autocorrelation
Throughput
Arrowsmith Triangular & | Packet Delay, LRD shown with Hurst parameter
2004 ot al UK Hexagonal Queue Length, | increases from rescaled range
' Lattice Throughput statistical (R-S) analysis
. Packet Delay, T
2005 Mukherjee India 2D Lattice Queue Length, Self-similarity in log-log plot of
& Manna power vs. freq.
Load per Node
2007 Lawniczak Canada 2D Lattice Pa.ckets in !.RD shown with Hurst par:ameter
et al. Flight increases from R-S analysis
Tadic Slovenia, Generated Packet Delay, Systemic changes in network-load
2007 . Queue Length, . .
et al. Austria, UK | SF & UH time series
Network Load
2009 Sarkar USA 2D Lattice Packet Delay, Ord_e_r parameter becomes
et al. Queue Length positive
2009 Wang China Generated Pa_ckets |_n Ord.e_r parameter becomes
et al. ER, WS, HK Flight/Injected | positive
. Packet Delay, . . .
2010 Rykalova USA iD Rlng. & Queue Length, !ncreas[ng amplitude fluctuation
et al. 2D Lattice in metrics
Network Load

Topology Key: SF = Scale-Free UH = Uncorrelated Homogeneous ER = Erdos-Reyni Random
WS = Watts-Strogatz Small World HK = Holme-Kim variant of Preferential Attachment

Finding that
Signals Appear
Near a
Critical Point
In Abstract
Network Models



Boston University ResearcCh@rS. .o
find increased correlation in time series
packets in transit ap nearsp.= 0.2

b g =0.1996

&
)
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Mumber of messages in the network

1 1 1 1
o 1.5 1 1A 2

Timme Cimne

# Packets fluctuate between 260 and 380# Packets fluctuate between 18, OOO and 34,00

Increasing autocorrelatiom time series couldignalan approachingritical point,
allowing network managers to be warned priorrietwork collapse
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Abstract Models Lack Key Traits of Real Networ

1. Humanengineeredtieredtopologies with propagatio
Routers & | 2. Routerbuffer sizes finite
Links 3. Routerspeeds variedo meet demands, limit losses

(4. Injection fromsourcesandrecelversonly atlowest tier
Computers|s.  Distribution ofsourcesand receiversnon-uniform

6 Connection okourcegreceiverswith few varied speed

7. Duty cycle oBourcesexhibitscyclic behavior h
Users 8. Humansourcesexhibitlimited patience

\9 Sources transfeftfows of various sizes )

(10. Flows use the Transmission Control Proto¢alf to
Protocols e .

modulate injection ratebased on measured congestion

.

DOES LACK OF REALISM MATTER WHEN SIMULATATING NETWORK CONGE:
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Specific Research Questions

A Does congestion spread in abstract models
mirror spread in realistic models?

A Are some elements of realism essential to
capture when modeling network congestion?

A Are some elements unnecessary?

A What measures of congestion can be
compared, and how, across diverse network
models?



Research Approach

Abstract Realistic
Model from Model from
Literature Literature

Basic Mode Factor Into
Behaviors Flexible Realism Elements
Network that can be |
Simulator enabled or disabled
(FXN$

Simulate Combinations
of Realism Elements and
Compare Patterns of
Congestion



Models
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The Abstract (EGM) Model

P.Echenique J.GomezGardenesand YM2 NBy 22X 4a5&éyl YA Oa&
CNF YAAGAZ2Y A AY Eurcphydidkeldes 7b, S25 @@0B)| & € =

5
4.5 l
4 -
3.5
\L' q
e + 3
2 532.5 ]
.‘. : uon 2 |
3 —
e 15 -
1 - *
0.5 -
0 T T T I I T T 1
0 0.5 1 1.5 2 2.5 3 3.5 4
Logyo(k)

Simulations based on 11,1-ide scaldree graph P, ~k' & 1=2.2, taken from a
2001 snapshot of the Internet Autonomous System (AS) topology collected by the
Oregon Router Server (image courtesy Sandy Ressler)
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Detalls of the EGM Model

Node Buffer Sizex for EGM, all packets buffered, no packets dropped
Injection Rate p packets injected at random nodes (uniform) at each time step
Destination Node chose randomly (uniform) for each packet

Forwarding Rate 1 packet per node at each time step
Routing Algorithm If node is destination, remove packet; Otherwise select

next-hop as neighboring nodewith minimum d
System Respons@roportion } of injected packets queued in the network

Computing d Measuring)
his atraffic awarenessparameter, <
whose value O ... 1. p= lim Alt+7) — AlY)

t— o0 Tp

6i = hdi + (1 — h)ei, . A= aggregate number of packets
whereiAa UKS AYRSE 27T {=tffie RSQa Yy SAIKO
d, is minimum #hopdo destination via t = measurement interval size
neighbori, andg is the queue length of. p = packet inject rate

h= 1 is shortest path (in hops)
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Comparative Simulation Results

FxXNSSimulations with

EGM Simulations All Realism Elements Disabled
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The RealistidesoNe) Model

K. Mills, ESchwartzand J. Yuan, "Hot® Modela TCP/IP Networnksingonly 20
Parameters"WSC 201@ec. 58, Baltimore, MD

Category ID | Name FXNS
x1 | topology NC
Network x2 | propagation delay DE
x3 | network speed VS
x4 | buffer provisioning PD
x5 | number sources/sinks
Sources & | x6 | source distribution SR
Sinks x7 | sink distribution
x8 | source/sink speed VS
X9 | think time p
x10 | patience n/a
x11 | webobject file sizes FL
Users ——
x12 | larger file sizes
x13 | localized congestion n/a
x14 | long-lived flows
) x15 | control algorithm
ggggglsnon x16 | initial cwnd TCP
x17 | Initial sst
) ) x18 | measurement interval| fixed
Simulation . . , -
Control x19 | simulation diration fixed
x20 | startup pattern p
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Comparisons dflesoNetSimulations vad=xNSSimulations (all realism elementésabled)
for eightMesoNetresponses are available MiIST TN 1906 Appendix A
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FXNSCombinations

7 Realism Elements 7 Dependencies among Realism Elements

PD Packet Dropping

NC Node Classes

requires requires

VS Variable Speeds

DE Propagation Delay

requires

SR Sources and Receivers

FL Flows

TCP Transmission Control Protocol

34 ValidFxNSCombinations

Seq| Cmb | TCP | FL | SR| DE | VS | NC | PD
1 cO 0 0 0 0 0 0 0
2 cl 0 0 0 0 0 0 1
3 c2 0 0 0 0 0 1 0

32 | c123 1 1 1 1 0 1 1
33 | c126 1 1 1 1 1 1 0
34 | c127 1 1 1 1 1 1 1
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Experiment Design

Enabled Disabled

PD | buffers= 250<router speed| buffes= D
3-tier 218node topology | flat 218node
NC | @S in Fig. 2 with routers topology as in
labeled as core, PoP;D | Fig. 2 but with

class, Fclass or Nclass

routers unlabeled

VS

core 80 plts; PoP 10 pjts
D-class 10 p/ts; f€lass 2
p/ts; N-class 1 plts; fast
source/sink 2 p/ts; normal
source/sink 0.2 p/ts

all routers and
sources/sinks 9
p/ts

FIXED PARAMETERS
A 218Router Topology (Fig. 2)
A Routing (SPF propagation dela

ot

y)

A Duration (200,00@s per p)

DE

core links have
propagation delays

no propagation
delays

VARIABLE PARAMETERS
Packetlnjection Ratep (up to 25
FxXxNSCombination

o o

00)

SR

51,588 sources & 206,352
sinks deployed uniforiy
below access routers

no sources or
sinks deployed

transfers are packet
streams: sizérandomly
from Pareto distribution

transfers are

FL (mean 350, shape 1.5) individual packets
streamsset up withTCP
connection procedures
packet transmission ket
regulatecby TCP packet
congestiorcontrol transmissions not
TCP regulated by

including slowstart(initial
cwnd= 2sst= 2°%2) and
congestion avoidance

congestion
control

RESPONSES
A Congestion Spread IGJ/| G
A Connectivity Breakdowh I'GJ|/|
At NRLR2NIOAZY 27

Gl
t O

A Scaled (0..1) Latency of Delivered Packe

Only concepts in common among all 34

combinations: graph and packet



Result$:?2

[1] 136xy-plots (34FXxNSombinationsx 4 responses) are available at
http:// tinyurl.com/poylful

[2] Related=xNSsimulation data can be explored interactively using a
multidimensional visualization created by Phillip Gough of CSIRO:
http://tinyurl.com/payqglg6
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Plots for all responses and all 34 combinations availditle:// tinyurl.com/poylful
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Results I Connectivity Breakdowh All Combinations
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Results \¢ Scaled Packet LatentyAll Combinations



